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Reaction zones and quenched charged-particle systems with long-range interactions
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We determine the evolving segregated or mixed morphology of charged-particle systems with long-range
power-law interactions and overall charge neutrality that have been quenched to a low temperature. Segregated
morphology systems are characterized by the size of uniformly charged doméinsthe particle separation
within the domains]aa(t), the particle flux density leaving the domairdgt), the width of reaction zones
between domaind//(t), the particle spacing within the reaction zonleg(t), and the particle lifetime in the
reaction zonesr(t). Mixed morphology systems are essentially one large reaction zonel withg~1aa-

By relating these quantities through the scaling behavior of particle fluxes and microscopic annihilation rates

within reaction zones, we determine the characteristic time exponents of these quantities at late times. The
morphology of the system, segregated or mixed, is also determined self-consistently. With this unified ap-

proach, we consider systems with diffusion and/or long-range interactions, and with either uncorrelated or

correlated high-temperature initial conditions. Finally, we discuss systems with particlelike topological defects

and electronic systems in various substrate dimensions—including quantum Hall devices with Skyrmions.

[S1063-651%98)09909-1

PACS numbgs): 82.20.Mj, 05.40+j, 47.54+r, 61.30.Jf

[. INTRODUCTION long-range interactions both in analytical modgd$ and in
computer simulations, and by the need to understand the
We consider reaction-diffusion systems without long-force-free case first. Nevertheless, progress in long-range
range interactiongl—8| that involve two diffusing species of models has been made along a number of frpifis-18. For
particles which annihilate on contad&+B—(J. The tem- systems with long-range interactions but no diffusion, and
perature is assumed to be low enough that the reverse reawith uncorrelated initial conditions, Toyoki presented an
tion can be ignored, so that the densities at late times aranalysis of a mixed morphologyi0]. Complementing that
determined by the disordered initial conditions. For equalork, Ispolatov and Krapivsky11] considered segregated
initial mean densities of the particles and antiparticles, thersystems and simulated a variety of force-lawsdin 1. For
are two known morphologies at late timld. The first, for  both long-range interactions and diffusion, with uncorrelated
spatial dimensiond=4, is a well mixed morphology in initial conditions, a self-consistent model by Ginzburg,
which mean-field dynamics applies to the particle densityRadzihovsky, and Clark12] and a complementary scaling
a,p=—Cp?. This leads top(t)~ 1/t at late times. The sec- Model[13] has captured the density evolution ford—1,
ond, for d<4, is a segregated morphology consisting ofWhere n characterizes the force between particles Yia
single-species domains of characteristic 4i£€). The evo- ~I " [see Eq(1) below]. Then=d—1 Coulombic case has
lution is via diffusive currents feeding particles from the do- also been treated by Ohtsuki4]. High-temperature corre-
mains into reaction zones where they are annihilated by arfated initial conditions have also been discuskes].

tiparticles. The evolution of the mean domain densﬁ/ In this paper, we are interested in the late-time evolution
~t~94 is easily demonstrated fat>2 if the two species, of initially random distributions of charges in homogeneous

have equal diffusion constants, so that the density differencgyStems with overall charge neutrality. We use the scaling
Ap=pa—pg satisfies a linear diffusion equatig,2]. This behawqr, with respect. to length scale, of the initial charge
also applies more generallg]. quct_ugthns, the resultlr_lg large-scale currents, and the local
In the mixed morphology, initial charge fluctuations de- annihilation rgte of particles to determine bo_th_the morphol-
cay faster than the mean particle density, and can be ignore89Y and the time exponents of the characteristic lengths. Our
In the segregated morphology, long-wavelength initial fluc-approach is b'ased on the assumption that QOmam structures
tuations decay more slowly and asymptotically determine th&r€ characterized by only two lengths: their slz) and
domain structure. In that case, the profile of the domains antheir characteristic particle separatibgu(t), where the av-
the structure of the reaction zone can be understood througtrage densitywl,;f\'. This is comparable to the dynamical-
the particle fluxes and the annihilation kinetics of particlescaling assumption of phase-ordering syst¢h®§ and, with
pairs[4-7], as well as on a more formal levi3]. appropriate physical input, leads to a self-consistent descrip-
It has been recognized from the beginnidg that long-  tion of the system evolution. Between the domains, we allow
range interactions between oppositely charged particles arfdr reaction zones of widthV(t), within which both particle
antiparticles change the evolution of a reaction-diffusionspecies are mixed with typical spacihg(t) and lifetimer.
system—both by changing the initial charge-density fluctuafor segregated systems, charged currents are absorbed in the
tions, and by changing the subsequent dynamics. Howevergaction zones. For mixed systems, the reaction zone per-
progress has been gradual due to the greater complexity @hdes the system. Our approach of balancing currents with
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annihilation within reaction zones is in the spirit of the treat-6). Finally, we concluddSec. 1X).

ment of force-free systems by Redner and LeyJr&z and Throughout this paper we concentrate on exponents, or
for these systems our results agree with the renormalizatiorscaling dependencies, of various quantities in the late-time
group analysis of Lee and Cardig]. limit. Inequalities apply to exponents, so that a process is

We ignore correlations apart from the characteristicdominant if it is asymptotically largest as-. We denote
lengthslaa, Iag, L, and W which determine the densities the mechanisms with a subscript F, or B for diffusive,
and sizes of the domains and reaction zones. As a result, olfgcal-force-driven, or long-range ballistic processes, respec-
approach is insensitive to early-time dynamics, unequal diftively.
fusion constant§20], and motion of domain boundaries. All
of these factors help determine theplitudeof the growth Il. LONG-RANGE INTERACTIONS
laws. Nonetheless, from the scaling properties of currents ) o , :
and lengths we can extract the asymptotic time exponents. W& work in the overdamped limit, in which particle ve-
One benefit of our approach is that its conclusions are robudpCity €quals the applied force times a constant mobilify,
to the details of the system, and that it provides a vividly | "€ Pairwise forces are
physical picture of the morphological evolution of charged
systems with long-range interactions.

We should emphasize what is new in this paper. We d : . _ S ,
not assume which morphology the system selects, but detecbetween particles with chargég;} and pairwise separations

mine it self-consistently from the physics. We treat a Iarge{_r”}' Thlls_(gorresponds_ to a pairwise mtericuon eneiegy
number of different cases with the same unified approach_ququii /('n—.l), with a logarithm am=1. Thus the
including the well understood diffusion-only systems. We particle velocity is

determine the reaction-zone width and density, and also dis-

cover nontrivial domain-edge profiles. For uncorrelated ini- an=n>, filij+ i, 2
tial conditions, we discover several regimes where ballistic i#i

annihilation is the dominant annihilation mechanism. For h h dded d lated noise for diff
high-temperature equilibrium initial conditions, we deter- Where we have added a random uncorrelated noise for diffu-

mine the appropriate initial charge-fluctuation spectrum angive motion with diffusion constanD, where (;(t)
show how it modifies the subsequent evolution and morphol- ¢;(t"))=D &;; 6(t—t"). When oppositely charged particles
ogy of the system. approach within a fixed capture radiag, they annihilate

In Sec. Il, we introduce long-range interactions with over-instantaneousl21]. We are interested in the behavior of the
damped dynamics between initially random particles and ansystem at late times when distinct length scales are well
tiparticles. For equilibrium initial conditions, we calculate separated.
the expected initial long-wavelength charge fluctuations,
characterized by (Sec. Il A; see also Fig.)1 From the A. Initial conditions
charge fluctuations, using a scaling form for the domain pro-

files near edges, we determine the scaling of charged currents MOSt studies of reaction diffusion with long-range inter-
(Sec. Il B; see also Table | and Fig). Ve then consider actions have focused on the case of random uncorrelated

various mechanisms of particle annihilatiéBec. Il C; see injtial conditior)s, whgre .the. particles are randoml.y placed

also Figs. 3 and ¥ We combine our results on currents andW'th a I(_)cal Poisson distributiofi0~14,16—18 Experimen-

on annihilation, by balancing the currents with the annihila-t_a"y’ It IS more _natural to quench a system _Of charged par-

tion rates in the reaction zonéSec. Il D). This is sufficient ticles from a h!gh—temperature state in which they are in
thermal equilibrium1,15].

to determine both the system morphology and the time de . .
d fthe d e dof th density. Charge fluctuations may be usefully characterized by the
pendence of the domain siteand of the average density, typical charge density at scale

(Fig. 5 and Table ). We next consider the reaction zone in
more detail, and determine its widilv and particle spacing Sp~L~H, 3
| A, as well as the typical lifetime within the reaction zone
(Sec. Il E; see also Table )lIFinally we discuss our results, This can be thought of as the excess charge density in a
including implications for coarse-grained treatmef®ec. region of sizel after coarse graining to that scale. It is also
I1F). related to the magnitude of the Fourier compongpt of the
We discuss the previous reaction-diffusion literatBec.  charge density by
1), then discuss applying our results to electrically charged
(n=2) systems in various substrate dimensi¢g8sc. V). |pop |~ L2~ 4
We emphasize that, fat<3, interesting new decay laws and
segregated morphologies are found. We then discuss the ags obtained by summing up(L%/L%) uncorrelated contri-
plication of our results to quenched phase-ordering systemutions of sizeL9dp(L), and normalizing out the constant
with pointlike topological defectéSec. \J. We can also ex- contribution due to the system size, . As a result we can
tend our approach to include e superdiffusive systems, as obtain u directly from py.
well as subdiffusive system$&ec. V). We are only interested in the scale dependence of initial
The effect of short-range cutoffs on the power-law inter-charge fluctuations that survive for long times—i.e., for fluc-
actions can easily be treaté¢8ec. VIl). We numerically ex- tuations at large scales and correspondingly statence
plore our results on domain profiléSec. VIII; see also Fig. we consider a continuum charge dengity) with energy

fij=Caiq;/ri] (1
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ture of the system is moot—arbitrasparpsurfaces within a

n L-d/2 //&\ system with microscopic charge heterogeneifeg., atoms

& or thermal fluctuationspick up charge fluctuations propor-
tional to the square root of the surface area. Useful and ap-
propriate charge fluctuations at scalare given by Eq(6),

and are not mixed with charge fluctuations at short scales
[27].

24 -(20+1-n)72
1

1 1
0 1 d

FIG. 1. Charge density fluctuation$p~L~# for equilibrated . .
high-temperature initial conditions. In the shaded region the initial Charge fluctuations, coarse grained to scales much larger

conditions are uncorrelated at large scales; in the unshaded regi¢f@n typical particle separations, decay via charged currents.
interactions reduce large-scale charge fluctuations. These currents can be diffusive, or can be driven by the

long-range interactions. We first consider segregated sys-
tems, where the domain siz€t) sets the scale of surviving

B. Domain profile and currents

E=C/2| ddd’ Dp(r)|r—r’|""1 charge fluctuations. The average density within a domain,
p(r)p
p~|,§;\j is simply proportional to the initial fluctuations at the
-~ ddk domain scalegp(L), so that[15]
:C/ZJ 3 PKP—KEk - &) y
(2m) L~10% )
From €= Jdixe* 1N, we obtain ¢

Charge fluctuations at scales much larger thaxannot have
relaxed, since charge transport at larger scales is cut off by
the domain structure. We nomssumd 28] that the domain
profile is only determined by the average dengitgnd size

L of domains. For example, domains have a typical density
profile

=792(k/2)"" 179 [(d+1—n)/2l/T[(n—1)/2] for 1<n
<d+1. Forn=d+1 we must introduce an UV cutoff, the
inverse particle separatidi22], which determines a leading
e,=const smalk behavior. Fom=1 the interaction in Eqg.
(5) should be logarithmic, and we obtaine,
= 792291k~ 91(d/2). Imposing equipartition on Eq(5)
with temperaturel, we obtain{p,p_ ) ~KkgT/ €.

This derivation reproduces the smilbehavior of a more
complete variational approach; see, e.g., R28]. Entropy _d o
factors do not affect the leading long-wavelength fluctua- ~laalr/L), ®)
tions, so that the integrand in E¢p) is correct for smalk.
This means thap, is Gaussian distributed fdk—0, and
{|pul)~ € 2. Comparing with Eq(4), we obtain

p(r) =18 (r/L),

wherer is measured from the edge of the domain. The sec-
ond equation holds near a domain edge, witL. We also
requirer>W, so that the profile is probed well away from
(2d+1-n)/2, 1l<sn<d+1 the reaction zone. This scaling form was proposed by
(6) Leyvraz and Redner in diffusive systerfig], and was nu-
merically confirmed ind=1.

The assumption of an invariant scaled domain morphol-

This is illustrated in Fig. 1. Note thal/2<u=d, so that ogy is powerful, and is sufficient to determine the coarse-
long-range interactions always suppress initial charge fluc- gy 1sp '

tuations. The maximal suppression is achieved-ail when grained current Qensity near the domain edge. .The flux
u=d (Iéor n<1, we expect higher-point correlations to be must have a dominant nonzero constant contribution near the

L . . : domain edge for<L arising from the evolution of domain

significant) For sharp enough interactions, witb-d+ 1, we ! : L . i
o o o density, since no annihilation takes place in the domain in-
recover uncorrelated initial conditions wigh=d/2. . . i —
The charge excess at scaleas discussed above, is quite Mor- Con'S|de'r the net charge of a dqma@,~L P

different from the charge excess within a sharp boundary of-L%~*. It implies a nonzero net flux density~ Q/Ld_l_ _
scaleL, for example inside a sphere of radius The latter ~ ~L*~#/t near the domain edge. The exponent characterizing
has been proposed as a measure of charge fluctuations, ptre domain profilee, is constrained to allow the dominaht
ticularly in Coulombic systems in general dimensions, withto be finite but nonzero for/L—0".

= are, n>d+1.

n=d—1, where a Gauss's law appliesee, e.g., Refs. If the dominant current is diffusive, thel,~ p/L, so that
[1,15,16) and in systems with topological defedt24—26
where similar integral identities apply to the topological Jp~L~+w), 9

charge density. At high temperatures the charge inside a

given closed surface is proportional to the square root of thémposing a constant diffusive current condition at the do-
surface area, as obtained from integrating the appropriatmain edge implies a linear profile, with=1. This agrees
random high-temperature field over the surf§26]. Taken  with studies of domain profiles in diffusive systefid.

literally, this would imply thatu=(d+1)/2[15], i.e., larger If the dominant current is driven by long-range forces,
charge fluctuations than indicated in E§) for Coulombic  then it is given by the coarse-grained field times the local
interactions. However, a sharp surface picks up charge flusharge densityJe~ p(r)F(r). The fieldF(r) at a distance
tuations at short scales addition tothe desired large-scale away from the domain edge due to the charge distribution
fluctuations. Indeed, the Coulombic or high-temperature nagiven by Eq.(8) is
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TABLE I. Domain profile exponentea, coarse-grained field a distanc&L from the domain edgE(r),
and force-driven fluxdg for different interaction exponents When diffusive fluxes dominatey=1.

n<d 0 Ld*h*/[, Ld*n*Z,u
d<n<d+1 (n—d)/2 r(d=mi2) (d=n-2u)/2 La-n-2
n>d+1 d/(n+d—1) (L/r)d/(nerfl)Lf(nJrl)/Z Lf(n+d+1)/2
L § . brated high-temperature initial conditionk, is always as-
F(r)~fl (r)d X[p(r+x)=p(r=x)1/x" (100 ymptotically larger at late times.
AA

We have used the domain scale as the long-distance cutoff, C. Particle annihilation

and the local interparticle spacidga(r)~p(r) Y as the In a well mixed region of the system, where the typical

short-distance cutoff. We also restrict the angular integral tepacing between oppositely charged particlds,is what is

be close to the normal direction from the interface, whichthe scaling of the particle lifetime(l,g)? There are three

retains the scaling behavior &f(r) without requiring de- annihilation mechanisms: diffusive annihilationy(), local

tailed information about the domain shape. interaction-driven annihilation ), and ballistic annihila-
Ford>n, charges at distances of ordedetermineF, so  tion (75). We determine their scaling dependencelgg,

that F~pL9~"~L9""#, For a constant fludg at smallr,  and hence identify the dominant mechanism at late times.

we must have(r)~const(i.e., «=0), so thaUszzLd—n Qur essenﬂglly microscopic appro'ach also provides insight

~L9-n-24 \Whend>2n, with uncorrelated initial condi- into the applicability of coarse-grained treatme(sse Sec.

. B ) : IIF).
Fr?tg;gr in dE/S)(lcl)j I:g rtﬁgfs\;se Vgggufgislépf@sf;fzg OLthe I.n the force-free case, pe.lrt.icles move diffusjvely with dif-
rather thanL. For this case, the system size enters the dyfuspn constanD, and ann|h|latg V.V'th qpposngly charged
namics, and the thermodynamic limit does not eji$},11]. part|cles_wher! they approach yv|th|n a f|x2ed dlstangg In
For d<n, the local charge distribution dominates the d=2. trajectories are space filling ang~1,g/D—the time
F(r) integral. We can expand the density fogr, and find 't Eakes (‘;‘frz a particle to diffuselag. For d>2, mp
F(r)~p(r)(" V4 ~1 for n>d+1. Ford<n<d+1, on the ~IAB/(DrC ), since eqch part!cle must gxplo_re the charaf:-
other hand, the integral is dominated by scales aroyadd teristic volume per patrticle to find an antiparticle to annihi-
we findF(r)~re*9="[14,L]. Insisting thatl; approaches late. We have
a nonzero constant near the domain edge, we obtain Table I. 12 d<?2
These results apply far from the reaction zone, but otherwise o~ SB’
close to the domain edg@V<r<L. (We determine the g, d>2.
reaction-zone width in Sec. Il EWe see that currents domi- o S )
nantly driven by power-law interactions lead to nontrivial [N the diffusion-free case, considering only local interac-
domain profiles, with & o<1, in dramatic contrast to the tions f~r~" between two particles initially separated by
diffusive case where=1. It is also interesting that the cur- !as. the annihilation time
rentJ: has a long-range form fat<n<d+ 1, even though n+1
a#0. e~ lag”- (12
When both long-range forces and diffusive _effec'gs aAlor many particles in a region, the same result follows from
present, then we must compade and Jp, and identify 4 scaling of the velocities in EG2).
which is larger at late times. We summarize the results in it poth diffusion and local interactions, diffusion)
Fig. 2 for random uncorrelated initial conditions. For equili- dominates the annihilation time for>1, while forn<1 the

force (rz) does. This follows directly from the particle dy-
namics[Eq. (2)]. Rescale all distances Hyg, and rescale
time by 145, so that diffusion is unchanged in the scaled
coordinates as,g increases. Scaled velocities due to the
force are then multiplied bi;". As a result, forces do not
asymptotically contribute fon>1, while forces dominate
for n<1. Ford>2, this leads to the initially counterintuitive
result that diffusion dominates for<iln<d-—1, even though
70> 7. This is a well-known result fon=2 [29]. Essen-
0 1 2 d tially, the competition between diffusion and the attractive
interaction is along the separation vector between two par-
FIG. 2. The asymptotically dominant flux starting from uncor- ticles, and hence is always one dimensional in character. In-
related initial conditions &= d/2). WhenJr dominates, see Table deed, ind=1 the faster annihilation mechanism dominates,
I; when Jp dominates, see Eq(9). For equilibrated high- and the marginal value is=1. We have confirmed these
temperature initial conditions), always dominates at late times.  predictions for various in d=3 by placing a particle and an

11
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annihilation time

1000

FIG. 4. Dominant annihilation times for force and noise, with

FIG. 3. Annihilation timer(l) vs sizel of a particle-antiparticle uncorrelated initial conditions. Diffusive annihilatiorrf) domi-
pair placed in periodic boxes of sizén d=3, where the particles nates in the shaded region, while ballistic annihilationg (
are initially 1/4 apart. They evolve according to E(R) with a ~195F972) dominates in the clear region. The regidig] and
central forcef = 1/r", mobility 7= 1, diffusion constanb= %, and [ii?] correspond to Fig. 5. For equilibrium high-temperature initial
time stepst=1. The dashed curves correspond to, from bottom toconditions, when noise is present, always dominates. For force-
top, n=%, 1, g 2, 3, and 4. Triangles correspond to purely diffu- only —annihilation, irrespective of initial conditions, 7g
sive motion. The short solid lines indicate the expected asymptotic-asF @ """ dominates fon<d while 7=~I5" dominates for
behavior, with7(1)~1%2 12, and|® (twice), from bottom to top, N>d.
respectively. Diffusion, withrp~13, dominates asymptotically for
n=1. When both noise and local interactions are present, the

local capture cross sectiop is determined by the dominant
antiparticle in a periodic box, and plotting the average anninonballistic process—i.esy for n>1 and7 for n<1. The
hilation time as a function of the box size. In Fig. 3, we showshortest annihilation time for uncorrelated initial conditions
our results ford=3. Forn>1, the long-range force merely is given in Fig. 4. For equilibrated initial conditionsg al-
changes the effective capture size, leavirg-19;. ways dominates fon>1.

When an applied or nonlocal for¢eis present, we must Our treatment of particle annihilation is essentially micro-
also consider ballistic annihilation. With a velocity propor- scopic rather than coarse grained, since we have built the
tional toF, and in a timerg, particles sweep out a volume particle separatior,g directly into the annihilation times.
proportional toTBFlifl, wherel, is the radius of the effec- We have derived our results by considering particle pairs,
tive capture cross section. Equating this to the typical volthough we have included some multiparticle effects by never

umel9; per particle, we obtain the typical ballistic annihila- allowing particles to “escape” further thag from an an-
tion time tiparticle. We apply the results in mixed regions of the sys-

tem such as reaction zones.

75~1%g1 2" YF. (13
D. Domain morphology: Segregated or mixed

When no noise is present, a particle will be captured by local \we assume the system is described by one of two mor-
interactions only at separations less thgrwhere local in-  phologies[31], depending on whether coarse-grained charge
teractions are as large &, so thatF~f~1/] or I,  fluctuations are comparable to or much less than the mean
~F~ M We can use the typical forcds(r) from Table I, particle density at late times. The former case describes a
but must evaluate them at the reaction-zone width{see segregated morphology with domains of particles separate
below, Sec. Il B—since the reaction zone itself is neutral at from domains of antiparticles. In the second case, there is a
a coarse-grained scale. Becausedepends on the system mixed morphology with no clearly defined domains. We can
morphology, this requires a self-consistent solufi®d]. The  use the dominant flug and fastest annihilation timeto see
results are simple: fon>d we find |, =I,g and the domi- which morphology is consistent. The system turns out to
nant time scale is¢, while for n<d we findl, <l,g, and  have a unique consistent morphology: either mixed or segre-
so the dominant time scale ig. This corresponds to the gated.
naive phase-space result from Ef0) that charges from far First consider a segregated morphology. The system has
away dominate local forces, and hengg dominates, only domains of scalé separated by reaction zones of width
whenn<d. Within the zones there is a typical particle spacipg. We
When diffusive noise is present, we first ignore the localignore correlations or structure within the zorf@2]. Our
interactions and only consider an applied fieldFord>2,  self-consistency constraints are tHat=l,,, and thatw
both the random walk and the ballistic force sweep out vol-<L. We impose the former because annihilation takes place
ume proportional to time. BecauSedecreases with timeyy in the reaction zone but not in the domain bulk, so the den-
always asymptotically dominates. However, fi=2, ran-  sity in the reaction zone should be smaller as a result. We
dom walks recur, and the ballistic drift can enhance the volimpose the latter since if it were not the case, Witk-L, the
ume covered by the random walk by suppressing the recusystem would be effectivelgll reaction zone and of a mixed
rence. The rate of volume swept out by the drifting particle,morphology. These constrain the maximum rate that reaction
is a sphere of radiuk, every At~I, /F~Ii/D. This im-  zones can “process” incoming particles: the average density
pliesl, ~1/F, and leads taB~IﬂBFd*2. of particles that are in reaction zonw,Ldfll(I,‘iBLd), is at
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n=(d+2)/2

FIG. 5. Different regimes of density evolution. Blank regions indicate a segregated morphology, shaded a mixed morphology, and black
excluded regimes that have no thermodynamic limit. Dashed lines separate regimes, numbered with Roman numerals, with different
reaction-zone structuieee Tables Il and I}l The figures correspond te) uncorrelated initial conditions, force onlfh) uncorrelated initial
conditions, diffusion and force) enlargement ofb), with the[ii*]-[ii®] subregions numberedg) equilibrated high-temperature initial
conditions, force only; anée) equilibrated initial conditions, noise and force.

most 1!ﬂA. Conversely, the maximum annihilation rate is charge separation scalégg~1,s. Coarse-grained charge
1/7(l5n), since 7(l) is monotonic. Combining these, the fluctuations, above a sca¥(t), remain from the initial con-

maximum annihilation rate from reaction zonessp,~  ditions. The mixed morphology is consistent if the charge
—1[19,7(1an)]. For segregated systems, the actual rate oflensity of the remaining charge fluctuatiofys(X) ~X~* is
particles annihilating per unit volume is determined by themuch less than the mean particle denﬁtyl;fj.

currents entering the reaction zone@aeg~—JLd‘1lLd~ Given the scaling of net current§X), the charge fluc-
—-JIL. tuations evolve with,5p(X)~ 8p/t~JIX3~ /X9~ J/X. For

If the maximum reaction raté,p ., asymptotically domi-  diffusive 1(/32UrrentSJD(X)~ Sp(X)/ X~ X~ (D), dand we find
ac . e
nates the actual ra@pse, then a domain structure is con- thatX~t~% For force driven currentss (X) ~X"""* from

sistent. Indeed, sinc&pmax IS the rate of density decrease in Eq. (10), usingX as the upper and Iowgr cutoff. The force

a mixed morphology, the inequality indicates that the back—dr'ves thedr_1§E§harge _denSIﬁ}O(X]?/E ‘ﬂq %’_'%l)ds a_net current
ground density decays quickly with respect to the charge?(X)~X #, leading toX~t™ - Using the re-
fluctuations—i.e., that the segregated structure occurs whesults forl 5, from above, we confirm thadp(X)<p within

it is consistent. If the maximum reaction rate is less than théhe mixed regions of Fig. 5.

particle flux, then segregated domaicennotbe sustained, Our exponents apply at regime boundaries, where they are
and the mixed morphology should result. For the segregatedontinuous. However our approach does not determine any
morphology, we USQIFN —J/L~ —;/t and L“'%’( to ex- logarithmic factors[Indeed, logarithmic factors are expected
tract the domain scale and particle density within the doatn=d, wheneverJg or 75 dominates, due to the logarith-
main. mic divergence of the integral fd¥, Eq. (10).] At a bound-

For the mixed morphology, the flux does not drive anni-ary between mixed and segregated regimes, any logarithms
hilation of the mean density. Rather, every particle is effecPresent determine the dominant morphology through the
tively in a reaction zone and has a characteristic lifetime ~Self-consistent approach described above. Without loga-
Comparing this to the scaling of the density evolutiefg rithms, the mixed morphology app_hes on the boungiary, since

- - . W~L there. The widthN characterizes the mean-distance to
~ —plt~—pl7, indicates thatr(l o) ~t.

. : - annihilation for particles, and thus there is a finite density of
The resulting growth law regimes are shown in Fig. 5 for P y

s . ..antiparticles any finite multiple 0¥ into a domain. When
systems with either uncorrelated or high-temperature equmWNL’ there is a finite density of antiparticles arbitrarily

brated _|n|t|al conqmons, and with either force-only or f_orce- eep within a domain—i.e., the system is mixed. This is the
and-noise dynamics. The exponents are summarized in Tab Sse in the diffusion only case dt= 4, which mixes2]
II. The noise-only case reproduces the Ovchinnikov- ' '

Zeldovich-Toussaint-Wilczek resylt], and is given in Fig.
5(b) by the short-rangen— ) limit of the force-and-noise
dynamics with uncorrelated initial conditions. For reaction-diffusion systems with a segregated mor-
We can now consider the consistency of the mixed morphology, much progress has been made on the structure and
phology. The system has no domain structure, and has localolution of the reaction zones between domé#is7]. With

E. Reaction zone
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TABLE II. Growth laws oflapa, L, Iag, andJ for the different labeled regimes in Fig. 5. Lengths with the same scalirigaare
indicated. The last column indicates the dominant flux mechanism, vihésaliffusive andF is force driven.

d Inlsa/dint dInL/dint d Inlsg/dInt —d InJdInt J
i 1/(n+3) 2/(n+3) (n+d+1)/[(n+d)(n+3)] (n+d+1)/(n+3) F
ii© 1/(2n+2—d) 2/(2n+2—d) 2n/[(n+d)(2n+2—d)] 2n/(2n+2-d) F
iil " " lAA ” F
ii2 ” " " " F
ii3 ” " " " F
ii4 ” ¢ 4n/[3d(2n+2—d)] ” F
ii® ” " 2n/[(d+1)(2n+2—d)] " F
ii (2n+1-d)/[n(2n+2—d)] [an [ an " F
iv’ 3 z (d+2)/[4(d+1)] (d+2)/4 D
iv” " " (d-+2)/(6d) " D
v/ 1/d Ian [ an 2n/(2n+2—d) F
VI/ " n n (M+ 1)/2 D
Vi (2d+1—n)/[d(n+3)] 2/(n+3) 2(d+1)/[(d+n)(n+3)] 2(d+1)/(n+3) F
Vi/ " " lAA ” F
vii (n+nd+d—1)/[nd(n+3)] [ an [ an ” F
viii ! wl(2d) 1 (p+1)/[2(d+1)] (u+1)/2 D
viii ” ” d (w+1)/(3d) " D

long-range interactions, we develop a similar approach thahe width and annihilation, respectively. This provides a self-
balances the dominant fluxto the reaction zone with the consistent solution for, 1,5, andW.
dominant annihilation mechanismithin the reaction zone. For diffusion-only systems iml<2, our argument is es-
This balance determines the reaction zone wMift) and sentially that of Leyvraz and Redngr]. We recover their
the interparticle spacing within the reaction zohgy(t). To  results ofW~1,5~t%8 andt®in d=1 and 2, respectively.
simplify our discussion, we take the density of both speciesor d>2, however, we haveV~ \7p~1%92, since random
to be uniform throughout the reaction zof82]. walks are no longer space filling, and we obtajg~t>'8

When a particle enters the reaction zone, it travels a typiand W~t%*? in d=3, andlg~Iaa~2 and W~L~t¥? in
cal distancaV before it annihilates—the “annihilation mean d=4. Our results coincide with the renormalization-group
free path.” For a segregated systeWimust characterize the scaling results of Lee and Cardlg]. We also recover their
wid_th of the reaction zone. A reactio_n zone that grows lessscaling relations with respect to currents, wheneygedomi-
rap|dly_ t_hanW allows almost all partlcles_ to pass through \-.oc  annihilation.  In particular,  with 01;~J/L
unanmhﬂgted. On the other hanq, a reaction zone that grOW§W/(LIﬂBTD), 7o from Eq. (11), andWp~ 7o, We have
more rapidly thanW would provide an infinite number of Wome 3= and 1aaJ-26GD for d>2 and We~I

ihilati D AB D AB

annihilation mean free paths &is>, and would not have a ~3-UE+D) for d<2. These relations hold independently of
mix of particles and antiparticles at the far edge of the reac,Ehe rocess that do.minates the currents P y
tion zone. Since slower or faster growth is not self- P :

consistent, W(t) characterizes the typical reaction-zone Even W'”‘"P the mixed morphology,_ It Is interesting to
width. consider the distand#/ a particle travels in a lifetime. This

distanceW(t) is the same scale as the remaining charge fluc-
distance\ND~(D¢)1’2, or it ballistically movesWs~F 7 un- tuauons,X(_t), as discussed apove in Sec. Il D. This is rea-
sonable, since charge fluctuations at scales much larger than

der an applied field=, whereF is given by Table I. In any . .
case, a particle must move at least the interparticle spacing t\é)v cannot be flattened out by charge motion. We summarize

annihilate, W~ 5. The largest of these widths describes our results in Table Il
how far a particle travels before annihilation, and so charac- ) )
terizes the width of the reaction zone. F. Discussion

The reaction lifetimer, the particle spacing in the reac- In all cases the density decays more slowlynascreases,
tion zonel g, and the zone widthW are determined self- as the potential becomes sharper and hence shorter ranged. If
consistently. Given the dominant flulk we equate the over- noise is present, then diffusive processes eventually domi-
all flux density into reaction zondsg,,~JLA /LY, withthe  nate asn increases. As the spatial dimensidnis increased
rate of annihilation within the reaction zones for anyn, then a mixed morphology is eventually reached.
WL Y[LU9:7(1a5)]. We choose the largedt/ for the  For generalized Coulombic systems, witk-d—1, the den-

given 7, and the fastest for the givenl ,g. These dominate sity decays a§~ 14 in all combinations of high-temperature

In the annihilation timer, a particle diffuses a typical
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TABLE lll. Growth laws of W, 7, andl, for the different labeled regimes in Fig. 5. Reaction-zone widlthaith the same scaling as
I og are indicated. The dominant mechanisms determihgnd = are also indicated, wher® is diffusive, F is force driven, andB is
ballistic. Note that when the morphology is mixed;t andW indicates the scale of remaining charge fluctuations.

w dinwidiInt T d In7dInt dinl,/dint

[ F | ag F (n+1)(n+d+21)/[(n+d)(n+3)] —

ii® F | ag F 2n(n+1)/[(n+d)(2n+2—d)] —

it B (d?>+2n—nd—d)/[n(2n+2—d)] B 1+d(d—n—1)/[n(2n+2—d)] (2n—d)/[n(2n+2—d)]
ii2 B (d?+2n—2nd)/(2n+2—d) B (d?+4n—2nd—d)/(2n+2—d) "

i3 B 2(d—n)/(2n+2—d) D d/(2n+2—d) —

ii4 D 2n/[3(2n+2—d)] D 4n/[3(2n+2—d)] —

ii® ] I ag D 4n/[(d+1)(2n+2—d)] —

i B 2/(2n+2—d) B 1 (2n—d)/[n(2n+2—d)]
iv’ D | ag D (d+2)/[2(d+1)] —

iv” D (d+2)/12 D (d+2)/6 —

v’ B 2/(2n+2—d) D 1 —

v D 1/2 D 1 —

Vi F lag F 2(d+1)(n+1)/[(d+n)(n+3)] —

vi’ B (2n+nd+1—n?-d)/[n(n+3)] B (3n+nd+1-d)/[n(n+3)] (n+1)/[n(n+3)]
vii B 2/(n+3) B 1 !

viii ' D (S D (p+1)/(d+1) —

viii” D (n+1)/6 D (w+1)/3 —

or uncorrelated initial conditions and force and/or diffusivetancelLy from the domain edge. In particulaLy is deter-
processes. They are always of mixed morphology. mined byp(Lx)/Lx~Jg . Using the domain profilgEq. (8)],

With equilibrated initial conditions, diffusive processes we haveL ~#~*L§ *~Jg. If Ly<W, then the crossover is
dominate independently af when they are present. This is preempted by the reaction zone and we do not expect to
reasonable, since the high-temperature initial conditions balebserve if33]. However, precisely whed: andWp domi-
ance the interactions with temperature. Temperature then bgate we find thaWp<Ly<L, so that a linear transition
comes more relevant as it is reduced during the quench. regime is expected foNp<r <Ly . The intermediate linear

For systems without diffusive processes, the growth refeégime, when it occurs, does not change the density evolu-
gimes and processes for uncorrelated and high-temperatut‘i@n or reaction-zone structure, singestill characterizes the
initial conditions, in Figs. &) and Hd), respectively, corre- flux. ] o ] N _ _
spond. The various growth exponents differ only due to the In reaction-diffusion systemsi is the critical dimension
different initial charge fluctuations, characterized pyOn  @bove which a coarse-grained reaction ree\pg applies,
the other hand, with both diffusive and long-range processedndd, can be defined as the dimension above which we can
the regimes do not correspond, between Figk) &nd Ge),  neglect inhomogeneities. Belod the reaction term is not
because the competition between force and diffusive prodiven byp? in a coarse-grained description, and local density
cesses depends on the Charge fluctuations thrpugh fluctuations must be taken into aCCOlE_ﬁtS]._A\bove du we

Exponents are continuous at regime boundaried gt  can ignore spatial gradients and hayp~ — p?, and hence

lag, L, 7, and W. For segregated systems=W=l,g  p~1/t (see Ref[1]). Both of these effects stem from the
=laa, Where the last inequality holds since reactions shouljiffusive annihilation mechanism. The local annihilation rate
decrease the particle density. We also check #isat in all pl T is proportional top? only for d>2 wherer,~p L.
cases. Ind=1, we checkW~I,g, as expected since the This setsd.=2. The mixed state is found fat=4, so that
reaction zone is precisely on&B pair. At the border be- ¢, ,=4.
tween mixed and segregated morphologies, the reaction zone When only long-range interactions are included, these
is maximal, i.e. W~L andlag~Ian. definitions are not as useful since neithgr nor 5 are in
The particle density at the edge of a domainfaW in  general proportional tgp 1. As an example, when only
Eq. (8), scales the same as the particle density within theorce-driven evolution is included, as in Figgaband Fd),
reaction zone),§. i.e., thatl,d~I1,A(W/L)®. Interesting the density in themixedstate has al-dependent exponent;
special cases occur whetg dominates the flux butWp see regionsiii | and[vii]. Even the long-wavelength charge
dominates the reaction-zone widftegions[ii*] and[ii®]).  fluctuations remain relevant to drive the dominant ballistic
In these special cases, the singular domain profile, with annihilation. We could describe this ds=d,=.
<1, leads to a diverging diffusion flux as the domain edge is When diffusive and long-range processes are included,
approached, which must eventually dominate at some disiowever, we see from Table Ill that the diffusive process
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TD~I,‘15 dominates above.=2, so that the critical dimen- tajned ;~r0-55 using a large noise amplitude, arﬁ
sion is unchanged from the diffusion-only case. In mixed~t~%%ysing a large force amplitude. This is consistent with
morphologies diffusive annihilation always dominates, sogr results Ofﬁ_,wt_l/z and;~t‘1 for the pure noise or pure
thatd, equals the dimension where the mixed morphologyforce systems, respectively.

starts. For uncorrelated initial conditions we fidg=n+1 Ispolatov and Krapivsky11] focused on force-only evo-
for n<3, while d,=4 above. For high-temperature initial |ution in d=1, with a segregated morphology. They obtained
conditionsd,= (n+3)/2 forn<5, whiled,=4 above. Since results consistent with ours for<d, where their assumption
diffusive processes dominate all regimes in Fige)5it is  of a constant domain profile, with=0, is valid(see Table |
only through the suppression of initial charge fluctuationsand Sec. VII).
that the long-range interactions modidy; . Ginzburg, Radzihovsky, and Clafk2] treated coarse-
We have assumed that the domains of the segregated matained hydrodynamic systems with uncorrelated initial con-
phology are characterized only by a slzend characteristic ditions and with both diffusion and long-range forces, fior
particle separatiohy 5, and that the reaction zones are simi- =d— 1. Our particle-based treatment can be seen as comple-
larly characterized by a widthV and a particle separation Mentary to their work. We obtain the same results for density
| xs. This leads to the exponents summarized in the table§V.°|Ut'°r." but we also obtain details .abou-t the reaptlon zone
and figures. It remains possible that other lengths enter into—including W, | 55, and 7. We also identify the mixed or

the asymptotic evolution, for instance through fluctuations insegregat(_ed morphology _Of the system. Furthermore, the
the shape of domain boundariésee, e.g., Ref[8]). Our system-size dependence in the forcererd/2 [10,11] was

results are most robust for<d, where only the domain mls_sed in their treatment. It woulq be interesting to extend
their approach to include the particle nature of the charges,

scaleL enters in the calculation of the forces and currents, : ; . S
B f that we obtain th me result for the evolvin ossibly with new phenomenological annihilation terms.
ecause ot that, we obla € same resutt for the evo urlatsky, Ginzburg, and ClaifkL3] presented a simple scal-

density in a segregated morphology after a coarse graining ﬁ?lg model that obtains the same results as the self-consistent
O(L), and any new but shorter lengths would not Cha”geapproach of Ref[12].

this result. It remains possible, however, that additional

lengths change the structure of the reaction zone, and hence
change the boundary between segregated and mixed mor- IV. ELECTRONIC SYSTEMS
phologies. Similarly, higher point correlation effects may

lead to more intermediate morphologies within what we Ia'crystalline semiconductor systems should be described by

bel the mixed regime. Fon>d additional lengths would o . —
affect the evolution of the density, since short scales ente_cr)ur approach witm=2 and equilibrated high-temperature

into the calculation of the characteristic forces and currentgnitidl conditions. Ind=3, we find p~t ' with a ‘mixed
Spatial fluctuations of coarse-grained quantities have alsg10rphology. This result applies for every combination of
been neglected in our treatment. \&esumehat fluctuation uncorrelated or _h|g_h—temperatu_re initial conditions. Th|§ is
effects are not strong enough to change our results for exp(p_ecauseall annihilation mechanisms have the same scaling,
nents. Another way to view fluctuations is in terms of the 8-
distribution of various quantities. We effectively assume that In contrast, ford<<3 the annihilation mechanisms differ,
distributions have negligible tails. and the morphologies are akkgregatedThe structure of the
We have also not included the motion of domain bound-€volving charge fluctuations is thus much richer. Specifi-
aries, either from local heterogeneities in domain density, ofally, in d=1 and 2 we expect regimpviii'] to apply as-
from differing mobilities of the particle species. Domain mo- ymptotically with p~t~Y*andt =% respectively. The decay
tion should not affect the scaling exponeiftthe boundaries rate is dramatically slowed due to the segregated morphol-
move slowly enough for the domain profile to maintain  ogy.
itself. A simple check is reassuring. The flux required to Cleand=2 systems exist in quantum Hall effe@@HE)

move domain interfaces],yior~pL~pL/t, has the same devices. QHE devices with Skyrmion charge excitations

scaling behavior as the characteristic flux;y L&t; Hence (see, e.g., Refl34]) may be pgrtlcularly g_qod systems o
domain wall motion should introduce no new scales. study these effects, due to their low mobilities and slow dy-

namics combined with sensitive time-resolved probes of

their particle density. We will develop this in more detail in

a separate publicatidi85], paying particular attention to the
Some of the earliest work on chargéd-B— systems scaling of the amplitudes and the resulting preasymptotic

with long-range interactions was by ToydHi0]. He treated Crossovers in the evolution.

uncorrelated initial conditions and force-only evolution—

c_orrespondi_ng to Fig.(®). He present.eq"a mean-fie]d qnaly- V. PARTICLELIKE TOPOLOGICAL DEFECTS

sis of the mixed morphology, our regidii ]. By considering

the mean-square force on a patrticle, he recovered the system- Pointlike topological defects, e.g., hedgehogsiia3 or

size dependence for<d/2. He also initiated numerical stud- vortices ind=2, are found in liquid crystals and in vector

ies of d=2 systems. However he used a short-scale cutof©(N) systems ind=N dimensions. Considered pairwise,

proportional to the average particle separalign (see Sec. these defects have power-law interactions. Indeed, early the-

VIl), which hampers interpretation of his results. Jangl.  oretical work[10] on these systems was based on the inter-

[16] numerically studiedd=2 systems withn=1, and ob- actions of pointlike topological defects. However the evolu-

Asymptotic nongeminate pair recombination in clean

Ill. PREVIOUS LONG-RANGE WORK



PRE 58 REACTION ZONES AND QUENCHED CHARGED- ... 2927

tion of systems with pointlike topological defects is different In time t, taken to be large, a particle randomlyvye
than the dynamics of Sec. (see, however, Ref36]). The  walks a distanc&~t'”. If y>d, the volume bounding this
order parameter field that supports topological defects prowalk R%<t and the walk is recurrent, or space filling. Con-
vides a scale-dependent mobility to particle motion. Addi-versely, if y<d the walk is sparse, and the particle explores
tionally, the mobility depends on the local environment, i.e.,a volume proportional td using its finite capture radius,.

the interaction between defects is not a two-point particleParalleling Eq.(11), the annihilation time in a well-mixed
particle interaction. We may, however, take that as a firstegion of the system scales as

approximation. Fod=2 XY or nematic systems, the mo-

bility scales logarithmically with the particle velocity;(l) |§B, y<d
~1/In(dl/dt) [19]. For d=3 O(3) or nematic systems, the L™y (14
mobility of hedgehogs scales as the inverse separation, IAs,  v>d,

7(1)~1N [37]. In general, folO(N) models inN=3 dimen-

sions, 7(1)~12~N [19]. High-temperature equilibrated initial Where the typical partlcle antiparticle separation in the re-
conditions are appropriate for quenches in physical systemgion isl,g. From the Ley flight, the net distance that the
For point defects ird=3, the effective interaction is linear particles move before annihilating W~ 7" For space-
[10] (n=0), which has not been treated in this paper. How-filling walks (y>d) W~Il,g, while for sparse walks
ever,d=2 systems are within our purview. <d) W~192>1 5.

For thed=2 XY model, interactions between defects are For a segregated morphology, there is a typical flux den-
logarithmic (W1=1). Ignoring the logarithmic mobility, and sity leaving domains. The flux density is most easily ob-
including equilibrated initial conditiong27], we have a tained in the discrete formulation, where it is simply the
mixed morphology with all lengths scaling the sanhg,  number of particles that pass through a site in each time step.
~|ag~L~W~t2 This is found whether or not diffusive From the Ley flight distribution, a fractiorp~ 1/x” of par-
processes are included, and indesg~ 5~ 7r~145 and ticles contributes to the current from a given distaresvay.
Jp~Jg~L 8 for this system. The single length scale and theOnly particles along lattice directions contribute in a single
similarities between no noise quenches and quenches wiffine step, and, since>1, the flux is dominated by particles
diffusion matches the phase ordering results of the nearby compared to the domain scale. Hence our current is
=2 XY model[19,38. J(r)~fodylp(r+y)—p(r—y)1/y? a distance from a do-

Two phase-ordering systems that do exhibit strong scalingnain edge, whergV<r<L. Using the domain profile from
violations are thed=1 XY model [39] and the d Eqg. (8), and requiring thatl(r) approaches a constant near
=2 0(3) model[40Q]. Both of these systems support nons-the domain edge, we obtain a nonlinear profile exponent
ingular topological textures that have particlelike aspects=-y—1, andJL~;L1’7, for the particle current.

However, topological textures have an intrinsic length scale For segregated systems, we equate the flux out of domains
thatlgvt?lves in time. fS|gikr:|f|cant etxtenS|\</J\;13 to ourI approa(zjfb o~ JLd- Y (d+2y) to the time derivative of the
would be necessary for these systems. We may also consi
interacting topological defects in the patterned structures Oeharge denS'NAA/ t tollobta|nIAA~t1’(27) andp e,

The domain sizeL~t*?. We can also obtain the rate of

driven (see, e.g., Ref41]) systems or of systems with com-
peting interactiongsee, e.g., Refl42]). To apply our ap- particle annihilation from the reaction rate within the reac-

proach, the long-wavelength fluctuations)( the interaction  tion zonesgyp~WL*"Y/[L% 457 ], and compare to obtain
(n), the mobility (1) and the nature of any noise-driven
transport must be identified. (d+2y=2/2d2y=11  y<d
) laB~ fd+2y-2/2y(r+d=1)] 454, (19
VI. LE VY SUPERDIFFUSION
Since particles are randomly \ag walking before annihila-

been used to model stirred reaction-diffusion systems. Wh|lé'or;, the reaction-zone width i&/~I,g for d<y, andW
there are no long-range interactioper sein these systems, ~lag for d>vy.

superdiffusion enhances the reaction rate in a manner quali- 1"€ System has a segregated morphology, WitksL
tatively similar to long-range interactions. Indeed, our meth-~ 144, for y>d/2. Fory<d/2 the system is mixed, and the
ods can be applied to this case and agree with the results §Me scale is set by the annihilation rate~t, so thatlaa
Ref.[17] for the late-time evolution from uncorrelated initial ~t/d andp 1k. At y=d/2, the marginal case between
conditions. We also obtain additional information about thesegregated and mixed morphologies, we h&Ve L and
reaction-zone structure and interface profiles for segregatdd z~1,4. Our results agree with those of REL7]. We also
morphologies. For simplicity, we only consider uncorrelatedobtain «, |5, andW characterizing the domain profile and
initial conditions, withu=d/2. reaction zone in segregated systems.

In the discrete formulation of lwy flight, every particle It is interesting that while our results are qualitatively
hops a random distanaealong a random lattice direction similar to those obtained with long-ranggeractions there
with probability distributionP(r)ecr ~1~ >—annihilating any  is no effective interactiom that recovers the growth expo-
antiparticles it encounters along the way. We imposeyl  nents for a given L@y exponenty. This is in contrast to the
<2, so that the hop distribution has a finite first moment anchonequilibrium steady-state properties of the kinetic Ising
is normalizable. The equivalent continuum dynamics ismodel, where [ey flights generate effective long-range in-
dipx=—D|K|”p, wherey>1 is required. teractiong 44].

Systems with long-range ‘Mg superdiffusion[43] have
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We may be able to apply these results to the motion of a L
single charged particle in a quenched random potential. This
motion is subdiffusive, withy>2 andR~t*”, for potentials
with sufficiently long-range correlation§45]. One loop
renormalization-group calculations by Park and Dgei8]
for potentials caused by quenched Coulombic ionsdin
=2 (n=1), matched to the asymptotic evolution without
disorder, indicate that subdiffusive behavior alone may be 0.01 [ A
sufficient to describe the evolution of the quenched system. 0.001 0.010 0.100
If so, then our Ley flight results may be directly applied dist from edge
with the appropriatey. However, significant questions re-
main, such as the appropriate microscopic annihilatior{he
mechanisms for oppositely charged particles in a quenche)cg1
random potential.

profile

FIG. 6. Average domain profilé(x) vs scaled distance from

edge of the domain. From top to bottom ar-e% [att=1.9

0~° (dashegland 0.0013solid)], n=3 (t=0.0038 and 0.09 for
dashed and solid, respectivehyith nearest-neighbor interactions,
and n=2 (t=1.9x10"° and 0.25, respectivelywith nearest-

VII. LONG-RANGE CUTOFFS neighbor interactions; all are ith=1. The second and third sets of
gurves have been scaled by 0.5 and 0.1, respectively. The straight
Segments indicate the expected domain profiles:3, 5, and 3.

The crossover at smaklis due to the reaction zone, and moves to
SS{naller scaled distance at later times.

It is interesting to explore quenched long-range system
numerically, but the computational burden can be large
Long-range cutoffd . (t), usually on the order of the inter-
particle spacing, accelerate a simulation, but often at the co
of changing the physics.

Long-range cutoffs contribute in two places. The first is
through the force integral driving particles fluxds(r) in
Eq. (10). Any L <L(t) replaces the upper cutoff of the
integral and changds(r) for the cases where the integral is
not dominated by short scales, i.e., foxd+1. If F(r) is
changed, the domain profile exponemtsare also affected.
The second place cutoffs enter is through the annihilatio
time within the reaction zon¢Eq. (12)]. If the cutoff is
smaller than the reaction-zone spacibg,<| g(t), then the
annihilation dynamics ofr is changed. Ballistic annihilation 5 5 !
times 7 is qualitatively changed wheneveg,<L(t). Am- apply forall n<2. Forn=3, we expecta=5. We studied

; ystems with 128 000 particles with= 3 (200 samplesand
gl)lgfne esnizsa r;rzlsncz)tbe affected by cutoffs, even when grovvti’r?lzz (53 samples and checked finite-size effects with sys-

As an illustration, we consider limiting interactions to tems of 32 000 particles. We found results consistent with

nearest neighbors. Consider uncorrelated initial condition xpectations. We show our results for the domain profiles in

with no diffusion [Fig. 5a)]. For nearest-neighbor interac- 9.
tions, we usé_ .~ aa(r)~p(r) "M, the local particle spac-
ing. PuttingL ., instead ofL in Eq. (10) leads to the same IX. CONCLUSIONS

results asn>d+1 in Table | forall n. In particular, the By considering the annihilation dynamics in well mixed
reaction-zone profile is characterized by=d/(n+d—1).  reqions of a charged-particle system, and balancing the an-
The nearest-neighbor cutoff is of ordeys within the reac-  hinijation against currents driven by charge inhomogeneities
tion zone, so that local force-driven annihilation dynamics,eft over from the initial conditions, we self-consistently de-
with 7¢, is qualitatively unchanged. The system size cannofermine the morphology and evolution of quenched charged-
enter the force integral, so there is no restriction on the iNparticle systems with long-range interactions. We also con-
teraction ton>d/2. For a segregated morphology, regifile  tripute a visceral description of the dynamics. We
applies, while in the mixed regimii ] does, though with  characterize the system with the scale of domairnd re-
W~ I g and annihilation through . Comparing the particle  action zonesV, and the particle spacings within domalig,
annihilation rated;p~ J/L to the maximum rate supported by and reaction zonekyg. For mixed systemd ~laa~Iag-
reaction zonesd,pmay~pl (I an)~1/ n1d*1 we find that Our results are summarized in Fig. 5, and in the three tables.
segregation occurs for ali<3. In summary, nearest- Our primary assumption is that the lengths we have used are
neighbor interactions only leave the evolution qualitativelysufficient to characterize the evolving system. The scaling
unchanged fon>d+1. A numerical test of the effects of form for the domain profildEq. (8)] follows from this as-

nearest-neighbor interactions di+ 1 is made in Sec. VIIl. ~ sumption.
The results of this paper will hopefully inspire more for-

mal derivations and numerical tests, as well as experimental
tests in electronic systems. Comparisons with existing treat-
We present some numerical results on the nontrivial doments is encouraging, particularly agreement with the field-
main profile exponentr in uncorrelated one-dimensional theory approach of Lee and Carfl§] for reaction-diffusion
systems without diffusion. We also consider the effect of asystems, with the hydrodynamic treatment of Ginzburg,

cutoff L, limiting interactions to nearest neighbors. More
results will be presented in future wofR5].

In d=1, we expecta=(n—1)/2 for 1<n<2 (regime
[ii°]) anda=1/n for n>2 (regime[i]). We studied systems
with 8000 particles witm= 2 (375 samplesandn=2 (300
samples We expecte=3 and3, respectively. We avoided
éinite—size effects by comparisons with size 4000 systems.
We also considered systems with only nearest-neighbor in-
teractions, which are expected to modify the domain profile
for n<2; see Sec. VII. In particular, we expect regifingto

VIIl. NUMERICAL INVESTIGATION



PRE 58 REACTION ZONES AND QUENCHED CHARGED- ... 2929

Radzihovsky, and Clark12] for uncorrelated initial condi- [iv'/iv"1ii%lii®] to apply: a segregated morphology with
Egns with d|f_fusu_)n and long-range interactions, and with the~t1/2 and p~t~Y2 These contrast dramatically with the
evy superdiffusion results of Reff17]. There are also many
results pertaining to reaction zones, domain profiles, and sy

tems with equilibrated high-temperature initial conditions.
Electronic systemsn=2) in two dimensions should pro-

vide an experimental test for our results. Asymptotically, we

predict a segregated morphology with domain dizet'?

and average density~t % for photoexcited quantum-well | thank the EPSRC for support under Grant No. GR/
or QHE systemshigh-temperature equilibrium initial condi- J78044, the NSERC, anlé Fonds pour la Formation de
tions, regime[viii'/viii”]). This will be explored at more Chercheurs et I'Aide #&a Recherche du Qec | also thank
length in a separate publicatidB5]. If uncorrelated initial John Chalker, Slava Ispolatov, Ben Lee, Klaus Oerding,
conditions can be manufactured, then we expect regim&oltan Raz, and Beate Schmittmann for useful discussions.

g[lixed morphology and density deca§~t‘1 in three-
dimensional electronic systems.
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